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Executive Summary  

This deliverable describes the review of AI impact assessments (AI-IAs) undertaken as part of the SHERPA 
project impact acceleration activities.  

The identification of AI-IAs was undertaken by following several established methods. This started with a 
search of four relevant databases (Scopus, ACM, ISI, IEEE) to identify documents that had undergone 
academic peer review. In addition, web searches were undertaken using three search engines (Google, 
Duckduck Go, Bing). Finally, the consortium undertook snowball and peer searches, which included a mail-
out to experts and relevant email lists to identify documents. Following the application of inclusion and 
exclusion criteria a population of 37 AI-IAs remained which was fully analysed. 

The analysis covered the following topics in each of the documents: 

- Purpose 
- Scope 
- Organisational context 
- Issues (to be identified in the AI-IAs) 
- Timeframe 
- Process and methods 
- Transparency 
- Challenges 

The analysis shows that there is a certain level of coherence between the AI-IAs, but there are also significant 
differences. Numerous challenges remain, e.g. conceptual consistency, status of the AI-IA, the possibility of 
misuse and ethics washing and their role in the broader societal discussion of AI and ethics.  

We therefore develop a baseline for AI-IAs that can help decisionmakers decide which AI-IA they wish to use 
or to develop bespoke ones where needed.  

The conclusion, in line with the other work of the SHERPA project is that AI-IAs have a potentially important 
role to play. They need to be understood, however, in the context of rapidly evolving AI innovation 
ecosystems. In order to be useful in this context, they need to be continually reviewed and revised and 
integrated with other ways of addressing the ethics of AI, such as standardisation, education, regulation and 
they need to be embedded in social and organisational processes.  
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Background 

This deliverable (D5.8 : Artificial Intelligence Impact Assessment - A systematic review) was added to the 
SHERPA DoA as part of the amendment procedure undertaken in spring 2021.  

The rationale for this addition was that the consortium included the following recommendation in its set of 
recommendations: "Develop baseline model for AI impact assessments" (https://www.project-sherpa.eu/ai-
impact-assessment/). This recommendation was arrived at on the basis of research and stakeholder 
consultation. It forms part of the group of recommendations that fall under the "knowledge base" headings, 
i.e. those recommendations that are meant to ensure that an AI ecosystem has the knowledge and capacity 
to maintain and develop this knowledge that is required for the ecosystem to act in ways that are conducive 
to human flourishing.  

The SHERPA project had done significant work on most of its other recommendations and could provide 
substantive input into them (e.g. regulatory proposals, ethics by design, standardisation). However, the AI-
IA component had not been part of the original proposal and thus was not subject to specific work by the 
consortium. The addition of the new task 5.8 and this resulting deliverable were meant to address this 
limitation.  

The description of he task in the DoA is as follows: 

"This task aims to establish how an impact assessment for AI should be designed, so that it can 
address ethical and human rights concerns. In order to do this, the task undertakes a systematic 
review of impact assessments that are of relevance to AI to understand what counts as good practice 
in impact assessment and how such good practice can be applied to AI. Following the academic 
literature review, the task will conduct a series of snowball and peer searches to provide a 
comprehensive account of available AI impact assessment models, tools and templates. These 
documents will be systematically analysed to identify good practice and minimum requirements for 
impact assessments to be suitable to address ethical and human rights issues of AI." (Task description 
T 5.8) 

In order to ensure that the work undertaken here is publicly available and visible, the consortium decided to 
approach this task from the outset as an academic publication project. The remainder of this deliverable 
therefore takes the form of an academic paper that describes our work, findings and recommendations. 
Style, substance and formatting are geared towards this aim of having it published in a leading journal. The 
actual submission of the paper will follow the submission of this deliverable and most likely further 
development of the paper. It is therefore likely that the published version will differ from the text included 
here, due to changes introduced during the peer review process. 

 

  

https://www.project-sherpa.eu/ai-impact-assessment/
https://www.project-sherpa.eu/ai-impact-assessment/
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Artificial Intelligence Impact Assessments  
Abstract 
Artificial intelligence (AI) is expected to produced impacts that are highly beneficial, but it also raises 

concerns about undesirable ethical and social consequences. There is an array of activities that aim to 

address these undesirable consequences, ranging from proposals for regulation such as the EU AI Act to 

ethics guidelines to design methodologies, professional guidance or standardisation. One option that is 

increasingly explored is to develop impact assessments specifically geared for the needs of AI. A number of 

such AI impact assessments (AI-IAs) have already been proposed. This document undertakes a systematic 

review of these AI-IAs with the aim of identifying whether there are common themes and approaches. This 

research is important to establish a baseline for AI-IAs that can help organisations identify AI-IAs that are 

most relevant to their needs and that can serve as a measure for legislators and regulators to determine 

the role that AI-IAs can play in the governance of the broader AI ecosystem. 

Keywords: AI, impact assessment, systematic review, AI governance 

Introduction 
Artificial intelligence (AI) is expected to revolutionise many aspects of our lives, drive efficiency in 

organisations, improve processes and make better use of resources. Its significant potential economic and 

social benefits are, however, counterbalanced by potential disadvantages. There are concerns about 

consequences for individuals, for example when biased systems promote unfair discrimination1, affect their 

access to social services2, but also about consequences for groups and society, for example, differential 

profiling and treatment of groups3, political interference4 or when AI leads to concentration of wealth and 

power5, thus exacerbating existing inequalities. 

The discussion of how benefits and disadvantages of AI can be understood and balanced covers a range of 

stakeholders and disciplines. Proposals for proactively addressing possible problems range from ethical 

guidelines6 and codes and professionalism7 to organisational risk management8, regulatory actions9, the 

strengthening of human rights 10,11 and the creation of new institutions12,13. These different possible 

responses to possible negative ethical and human rights consequences of AI need to be seen in 

conjunction. It is unlikely that any one of them individually will be able so overcome these issues, but 

collectively they promise ways of understanding and engaging with these issues. There are frequent 

references to 'AI ecosystems', in particular in the policy-oriented literature 14–16 which indicate a realisation 

that a holistic approach will be required.  

However, even when using a holistic approach, the question of a suitable starting point remains. When a 

new AI system transitions from the conceptual stage to design, development and deployment, its technical 

features, organisational and societal uses become increasingly clear which then calls for critical reflection of 

the balance between benefits and downsides. One possible avenue to understand possible problems early 

in the system life cycle and put in place appropriate mitigation measures is to undertake impact 

assessments for AI. Impact assessments are not a new idea and have a long history in the form of social 

impact assessment17, environmental impact assessment18, human rights impact assessments 19 as well as 

more topic specific impact assessments such as privacy impact assessments 20,21, data protection impact 

assessments 22 or ethics impact assessment23.  

The idea to apply an impact assessment approach has been proposed in the academic literature24,25 and has 

found resonance in national policy26 international bodies, such as the European Data Protection 

Supervisor27, the European Fundamental Rights Agency28 and UNESCO14. Such an impact assessment could 
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be supported and/or mandated by a relevant regulatory framework, such as the one proposed by the EU29. 

It could help organisations understand their obligations by providing a basis for their risk assessment of AI8 

and regulators to ensure that organisations address issues appropriately. It could be a crucial component in 

the AI ecosystem that ensures that ethical and human rights aspects are taken into consideration and dealt 

with appropriately and thereby contribute to well-deserved trust in these technologies.  

While there are some initial proposals for an AI impact assessment (AI-IA), there is at present no rigorous 

academic research on AI-IAs. We therefore ask in this paper what the current landscape of AI-IAs looks like 

with a view to understanding whether dominant themes and topics can be identified. This will allow for the 

description of a baseline AI-IA that can inform the development of specific AI-IAs but also of organisational, 

national and international AI policy.  

Methodology 
We undertook a systematic review of AI-IAs. Systematic literature reviews constitute a well-described and 

well-understood research method30. Rowe31, following Schwarz et al.32 suggests that literature reviews can 

have several goals: to summarize prior research, to critically examine contributions of past research, to 

explain the results of prior research found within research streams and to clarify alternative views of past 

research. In our case we aim to establish a baseline of existing impact assessments with a view to 

establishing good practice for future AI-IAs. 

While methodologies for systematic literature reviews are well-established, there are different ways that a 

systematic literature review can be undertaken in terms. The main type of input data we were interested in 

was text describing existing impact assessment with likely relevance to AI. The challenge we face is that 

impact assessment are practice-oriented documents that can originate from professional bodies, 

companies, standardisation bodies, regulatory bodies. There are no comprehensive databases that collect 

such work. We therefore undertook a multi-pronged approach to identify relevant impact assessments by 

looking at three bodies of work: a) a systematic review of the academic literature, b) general internet 

search and c) snowball and peer searches. The data collection protocol follows precedent on systematic 

reviews of ethical issues in IT33 rather than meta-review methods in the biomedical science34 which is based 

on methodological assumptions (quantitative data, representativeness of samples etc.) that do not hold for 

the qualitative data of the AI-IAs we were interested in. 

Key questions of relevance to all three streams of identifying AI-IAs relate to the two core concepts of AI 

and impact assessment. Our focus is on general applicability and visibility, which is why we used the 

concept of AI, using search terms "artificial intelligence" and "AI". We added the term "algorithm*" as 

several early examples of AI-IAs used this term, as in "algorithmic impact assessment"35–37. We only 

included documents that proposed impact assessments of AI. We encountered many examples of impact 

assessment that made use of AI, e.g. for environmental impact assessments38,39 but excluded these from 

the analysis. We furthermore excluded documents that may serve as part of AI-IA but that have a broader 

scope, such a the recent IEEE Standard 7000-202140 that focuses on systems development more broadly the 

CEN / CENELEC CWA 1714523 that explores ethics assessment for research and innovation more broadly. 

The second general conceptual choice we made was to focus on AI-IAs and exclude documents that only 

discuss AI-IAs. The International Association for Impact Assessment suggest that an impact assessment is "a 

structured a process for considering the implications, for people and their environment, of proposed 

actions while there is still an opportunity to modify (or even, if appropriate, abandon) the proposals"41. 

Such impact assessments are meant to be applied to decision making. We therefore only included 

documents that provided clear evidence of being intended as AI-IAs, e.g., by detailing required processes, 

scoring criteria or decision relevance. In practice the dividing line between AI-IAs and texts about them was 
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not always clear, leading to case-by-case discussions and decisions on inclusion / exclusion by the 

consortium. 

The search of the academic literature used four databases: IEEE, Scopus, ISI and ACM, covering both 

general academic literature and key databases in the AI / computer science field. Realising that most 

current AI-IAs are practice-oriented and not published in academic outlets, we undertook searches using 

three search engines (Google, Bing, Duckduckgo). In each case we checked the top 50 hits individually to 

see whether they contained AI-IAs. Finally, we undertook a set of snowball searches and sought peer input. 

Snowball searches were triggered by references in any of the other search methods. Realising that there 

may be AI-IAs in use or development in organisations that are not (yet) publicly shared, we directly 

contacted 242 organisations whom we knew to be active in the AI field. We also sent out a request for 

contributions to eight email lists. All of these contacts were pointed to a web-based survey page where we 

shared the AI-IAs we had already identified and asked for further suggestions.  

The following figure represents the logic of our method of identifying AI-IAs: 

 

Figure 1: graphical representation of the methodology employed to systematically identify AI-IAs 

The method of identifying documents as described in figure 1 led to the identification of 181 unique 

documents to be potentially included in the analysis, after duplicates were removed. This initial sample 

then underwent a check using the exclusion criteria described above. The application of the exclusion 

criteria led to the exclusion of approximately ¾ of the sample. In most cases they were excluded because 

they used AI in other types of impact assessment, e.g. environmental impact assessment, or because they 

discussed AI-IAs but did not provide practical guidance on how to undertake them. The remaining 43 

documents were included in the analysis as described below. During the analysis another 6 documents 

were excluded, as more detailed reading revealed that they fell under the exclusion criteria. The final set of 
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AI-IAs that were fully analysed are publicly available via a Zotero group library 

(https://www.zotero.org/groups/4042832/ai_impact_assessments). 

Process Stage Numbers of resulting texts 

Identification of texts Sources:  

• academic literature 

o IEEE = 16 

o Scopus = 81 

o ISI = 17 

o ACM = 8 

• web searches = 47  

• snowball and peer searches = 12 

Initial sample (all sources minus duplications) 181 

Excluded based on exclusion criteria 43 

Excluded during coding exercise 6 

Included in final set 37 

Table 1: Overview of sample, inclusion and exclusion  

The analysis of the AI-IAs was undertaken collectively using the qualitative data analysis software tool 

NVivo Server version 11. In order to ensure consistency of analysis, an analysis framework was constructed 

using thematic analysis principles 42,43. We started with a set of top-level analysis nodes that were defined 

according to a general view of likely content of an impact assessment. We hypothesised that an impact 

assessment could usefully include the following components: The analysis of the AI-IAs was undertaken 

collectively using the qualitative data analysis software tool NVivo Server version 11. In order to ensure 

consistency of analysis, an analysis framework was constructed using thematic analysis principles 42,43. We 

started with a set of top-level analysis nodes that were defined according to our expectations of likely 

content of an impact assessment. We hypothesised that an impact assessment could plausibly include the 

following components: 
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Figure 2: Main analysis topics 

This figure embodies our assumptions about AI-IAs as follows: We assumed that they would state a 

purpose for an IA. They could specify their scope and the organisational context in which they are 

undertaken. We expected to find a description of the issues they are likely to face and the timeframe in 

which the AI-IA is to be undertaken. We assumed that there would be a specification of processes and 

methods used as well as sanction for failure to do the AI-IA. We expected there to be a reference to how 

transparent the AI-IA itself would need to be and a general description of challenges that can arise during 

the AI-IA.  

A pilot data analysis was undertaken on two high-profile documents that that constitute AI-IAs35,44. This 

allowed us to check the original nodes and to ensure inter-coder reliability. The kappa-coefficient was 

determined to be between 0.648 and 0.792 in a pairwise comparison between the lead coder and team 

members. A Kappa of between 0.40 and 0.75 is seen as fair to good agreement with a Kappa over 0.75 

counting as excellent45. Being satisfied that inter-coder reliability was sufficient, the project team met on a 

two-weekly basis to discuss findings and agree on the development of the coding scheme on the basis of 

insights generated during data analysis. 

Findings 
The final set of 37 documents constitutes a heterogenous mix. Some of the AI-IAs are traditional 

documents published by individuals. Several of them do not show individual authors but are attributed to 

organisations or public bodies. Some implement the assessment activities in their presentation or 

structure, for example when they are implemented as interactive online tools36 or where they point to 

supplementary material to be used for assessment purposes46.  

The findings of our analysis are structured along the main analysis nodes as indicated in Figure 2 above and 

reflected in the structure of this section. The following figure shows a word cloud generated from the text 

of all AI-IAs, giving an indication of key terms:  
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Figure 3: Word Cloud of all AI-IAs 

The analysis followed the nodes as indicated in Figure 2 above. In total we coded 3975 references to 44 

nodes with the distribution of codes distributed as shown in the following figure: 

 

Figure 4: Distribution of most widely used codes during the analysis  

The remainder of this section presents our findings. 
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Purpose 
Most of the AI-IAs we analysed state their motivation and purpose, which often included a definition of the 

AI-IA they offer. The motivation for creating an AI-IA can start with current gaps. These include that purely 

technical assessments are insufficient19, a lack of hard law and established quality assessment methods47. 

The motivation for the creation of the assessment then covers a number of intended outcomes, such as 

safeguarding the benefits of AI44, understanding their impacts 48–50, assessing systems acceptability35, and 

overall promoting trustworthy AI24,44. These goals are intended to be achieved or promoted by a number of 

processes that motivate the development of AI-IAs, such as improvements of communication51, provision of 

specific methodologies52 which promote good practice, e.g., in data protection, 53 and more broadly 

supporting reflection51.  

The AI-IA documents we surveyed suggest that undertaking such an assessment can have numerous 

benefits which can be split in functional, organisational, individual and social benefits. Functional benefits 

are those that suggest that undertaking an assessment will lead to better AI systems. AI-IAs aim to achieve 

this by pointing to known weaknesses, such as biases in machine learning, strengthening accountability and 

reproducibility and thereby helping researchers and practitioners to select appropriate tools and datasets 

to mitigate these48. Functional benefits thus include better AI systems that are better tailored to their 

users’ needs54, that are more responsible44 and thus perceived to be legitimate55. The final set of 37 

documents that fulfilled our criteria of representing AI-IAs turned out to be highly heterogenous. They 

included short blog posts as well as elaborate documents. Many were presented as separate files in pdf 

formats, but some were websites, online surveys or spreadsheets containing evaluation criteria. Some had 

undergone peer review and were published in academic journals, but most were published on the websites 

of the organisations that had compiled them. We found IA-Ais originating from academic institutions (XXX), 

public bodies (XXX), standardisation and professional bodies (XXX), civil society organisations (XXX) and 

companies (xxx). However, these boundaries are not clearly drawn with authorship and ownership of the 

documents often transcending boundaries. The heterogenous nature of the documents furthermore meant 

that the application of inclusion and exclusion criteria in many cases required deliberation that led to 

individual judgement calls.  

The functional benefits of AI-IAs can easily be translated into benefits for organisations using AI. Making 

use of AI-IAs is portrayed as a way of improving organisational processes35 that support reflection44 and 

awareness raising46,56 and help identify concerns. The use of assessments promises to strengthen robust 

governance structures54 that promote organisational oversight55, help the organisation define its ethical 

framework44 and ensure compliance with current as well as future regulation53. Having these mechanisms 

in place is described as a source of competitive advantage for private companies56,57 and good practice in 

the public sector58.  

In addition to benefits for organisations, the AI-IAs analysed list benefits for individuals and society. 

Individuals can benefit by strengthening their rights as data subjects56 and safeguarding their dignity and 

human rights19,55 and their wellbeing59. These individual benefits scale on a societal level to the support of 

fundamental rights more generally11,28,47. In addition, societal benefits can include the promotion of 

particular policy goals that can range from furthering the Sustainable Development Goals44,56,60 to the more 

immediate vicinity of AI policy that covers the promotion of responsible innovation44, increase in trust and 

avoidance of backlash against new technologies35.  

There are different views of what constitutes or is conceptualised as an AI-IA. They are frequently described 

as tools56, which often take the form of self-assessments19 that can be used for various purposes, such as 

audits53 and meeting legal or other requirements (e.g., standards). The description of many AI-IAs makes 

significant use of the concept of risk management44,53,61. AI-IAs are described as facilitating risk estimation62, 

risk analysis48, audit48 and mitigation52,53.  
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Scope 
The AI-IAs define their scope in different ways. Most of them include reference to the technology covered, 

the application area or domain or the uses of technology. In many cases they cover more than one of these. 

In some cases, this is done as an explicit delimitation of the scope of the document, whereas others explain 

the scope through examples or case studies.  

The technical scope described in the AI-IAs, not surprisingly, has an emphasis on AI11,60. It is worth noting, 

however, that the terminology is not used uniformly with some documents using terms such as ‘intelligent 

systems’24,59, ‘algorithmic systems’63 or ‘automated decision systems’35. In some cases particular types of AI 

are referred to, notably ‘machine learning’47,54 or relevant features of AI, such as the ability to learn60 or 

autonomy52. While this focus is dominant, there are references to broader families of technology, such as 

emerging52 or disruptive64 technologies. We also found references pointing beyond particular technologies 

to the technology ecosystem in which AI is used65. 

The second group of delimitations of scope refers to the application area or domain where the AI is to be 

applied. It is a frequent occurrence for an AI-IA document to highlight the importance of the domain and 

list a number of possible domains calling for particular attention35,36,44,50–52,54,59,65,66. Among the domains 

explicitly named, one can find many of those discussed in the media, such as healthcare19,56,59,64,66–68, 

finance 50,67,69, security and law enforcement19,55,61,64, but also other domains, such as education59,67,68, 

transport50,52 and public services35,59,63,70.    

A final set of delimitations of the scope points to specific uses of AI that are deemed to be problematic and 

in need of an AI-IA66,68. These include highly contested uses of AI, for example for surveillance using facial 

recognition64, natural language processing66 or cybersecurity50.  

Issues 
The AI-IAs cover a broad range of issues, which can be grouped into the following categories: human rights, 

ethics, data protection and privacy, security, safety, and environmental impacts. The most frequent topic 

explicitly referenced is human (or fundamental) rights11,19,22,35,44,50,51,53,55,56,58,59,61,64,66–69,71–73, with numerous 

citations to rights as articulated in core international human rights documents (e.g., International Covenant 

on Economic and Social Rights) and the EU Charter of Fundamental Rights. When assessing 

ethics11,19,22,24,35,44,54,58,60,61,64,65,67,68,70,73,74, the most common ethical issues referenced are bias and non-

discrimination, fairness and misuse of personal data. Closely related are issues related to data protection 

and privacy19,35,44,51,53–58,61,64,65,67, with about half the AI-IA referencing legal compliance obligations, most 

frequently those under the EU General Data Protection Regulation (GDPR). Fewer AI-IA include dedicated 

discussion on safety44,50,54,57,62,65,74 or security35,44,50,53,54,56,57,62,66, the former focused on harm to human 

resulting from AI systems and the latter concerned with vulnerabilities of the AI system itself. The final 

category of issues – environmental impacts44,58,59 – was less frequently included. Additional issues outside 

of these categories, mentioned only once or twice, include impacts on the labour market and 

employment44,54, accuracy of AI systems44, and impacts on Western democratic systems65. 

Organisational Context 
AI-IAs can be embedded in organisational processes and structures in various ways. They can be viewed as 

part of a broader governance system53,55 that contributes to AI's responsible governance54. AN AI-IA might 

be embedded in existing processes, including design, assessment, and marketing of an AI system56, quality 

assurance 48, or any existing pre-acquisition assessment35. But IA-IAs can also be used on their own56. An AI-

IA is sometimes carried out by a dedicated team from within the organisation48 or an external body19, or 

both, in those cases where the AI IA includes a self-assessment phase and an assessment by other 

stakeholders35. If the AI-IA is an internal process, the documents we reviewed note the risks of a conflict of 

interest or a lack of independence of the body implementing it19,65. 
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The responsibility for the AI is described as falling on the organisations using it, and they are the ones 

responsible for the IA35,58,60. The documents we reviewed suggest that public bodies should be required to 

conduct self-assessment of AI systems11,35. At the same time, different aspects of responsibility for ensuring 

that AI-IA is completed reside with various actors. For example, governments are responsible for setting out 

procedures for public authorities to carry out an assessment11and due mechanisms for affected individuals 

or communities to participate in it35.  

AI-IAs have roots in the tradition of impact assessments in different domains, particularly environmental 

protection, human rights, and privacy35,55. Further IAs that the AI-IAs can draw from, overlap and sometimes 

complements can be broadly grouped into two categories. The first are IAs mainly interested in data: data 

protection impact assessments (DPIA)19,24,53,71, privacy impacts assessments (PIA)19,55 or surveillance impact 

assessment55. The second category are IAs that focus on societal and ethical impacts. These include ethical 

impact assessments19,55, societal impact assessments19, and equality impact assessments58. The assessments 

differ in terms of their mandatory or voluntary nature19. It has been suggested that AI-IAs may be integrated 

with the DPIA53. In contrast to DPIAs, AI-IA are rarely mandatory71. What distinguishes AI-IAs from other 

impact assessments is the fact that they are technology-specific.  

Timeframe 
Regarding the timing of potential AI impacts, only one AI-IAs recognized the need to distinguish between 

short, medium, and long-term risks65.  In terms of the point at which the IA is carried out, if the AI is 

purchased from another organization, it has been suggested that the IA is implemented before the AI 

deployment35,73 or, when possible, before its acquisition11,35. In the case of organizations that design and 

develop AI, the IA is recommended at the beginning of the project36,60.  Besides the start of a project, the 

documents we analysed suggest the AI-IA is carried out regularly at several other points of the AI 

lifecycle11,35. It is advised that AI-IA is revisited and revised at each new phase of AI lifecycle11, when 

significant changes are introduced52, e.g., changes to data collection, storage, analysis or sharing 

processes58 and before the production of the system36. It has been suggested that the assessment be 

renewed at a set time, every couple of years35. There seems to be a consensus that AI-IA should be 

iterative, and the new iterations should be informed by contemporary research and feedback from the AI 

implementation44,59,71. 

Process and methods 
Having a recognisable process that allows users to undertake an AI-IA was a criterion for including a 

document in our analysis which ensured they all provided some practical guidance. The structure and detail 

of the processes covered differ greatly. Most of the IA-IAs describe an explicit structure consisting of phases 

or steps associated with an AI-IA24,35,52,59,60,63. The can start with the determination of what counts as 

acceptable uses of AI64 which can draw upon shared values and principles19. This can be part of the 

preparatory activities of an AI-IA which can also include a definition of benefits expected from the AI58 and 

the need for the impact assessment60 as well as the development of skills required to undertake it53. A 

further preliminary step is the attribution of responsibility for the AI-IA54,57,60.  

The practical steps can start by setting up procedures for documentation and accountability60 as well as a 

description of the AI in question 55,60 and the justification of its use60. A core component of the AI-IAs is a set 

of questions in the form of a questionnaire or checklist that the AI-IA seeks responses to19,48,51,55. These 

questions are often justified on the basis of existing normative guidance ranging from human rights 44,56,69 

and existing legislation such as the GDPR55 to lists of ethical issues62, principles of sustainability35,44 and 

responsible innovation48. These questions cover the various issues associated with AI such as data 

protection35,44,55, data quality and representativeness of data58, fairness69, reproducibility58, explainability58, 

transparency and accessibility44, often recognising that there are trade-offs between some of these issues53. 

Often these questions lead to a quantitative scoring of issues and risks36,53 or the determination of key 
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performance indicators. These draw on scientific insights35,44,59 from various disciplines, such as 

psychology24 or foresight analysis52. 

A further aspect that is shared by many of the AI-IAs is the inclusion of stakeholders in the assessment 

process19,35,44,48,55,59. Considerable effort is spent on the identification of suitable stakeholders who are 

typically expected to cover the relevant areas of expertise of the AI application as well as the groups 

affected by it. Examples of such stakeholder groups include AI users66, external experts55,63, technology 

providers60, senior manager53 and civil society more broadly55.  

Following the identification of issues, most AI-IAs proceed to outline specific steps that can be used to 

mitigate undesirable consequences of AI11,22,52,53. There are numerous categories of mitigation 

measures55,60,66 including technical measures such as de-biasing training data22 or code inspections63 and 

organisational measures44,57 such as the creation of accountability structures44, documentation58, 

evaluation and monitoring of systems use58 but also enabling human interventions22. One can find 

suggestions to inclusion and diversity44, promote training and education of the workorce52,58,66, the 

inclusion of external experts55 or the definition of redress mechanisms44. These mitigation measures all 

suffer, however, from the uncertainty of future occurrences64 which can require situation-specific 

responses64 and call for the maintenance of mitigation mechanisms over time65. 

Transparency 
The AI-IA documents share a common standpoint over the importance of transparency and communication 

in AI systems. Transparency means that actions, processes and data are made open to inspection by 

publishing information about the project in a complete, open, understandable, easily-accessible, and free 

format58.   

The key is to help humans understand why a particular decision has been made, and provide the 

confidence that the AI model system has been tested and makes sense. Transparency about how an AI 

application works gives individuals the opportunity to appreciate the effects of the application on the 

freedom of action and the room to make decisions60. In practice, this can mean various things. It may mean 

that there is access to the source code of an AI application, that to a certain extent, end-users are involved 

in the design process of the application, or that an explanation is provided in general terms about the 

operation and the context of the AI application. Transparency about the use of AI applications may enlarge 

the individual's autonomy, because it gives the individual the opportunity to relate to, for instance, an 

automatically made decision60. 

However, limitations in the ability to interpret AI decisions is not only frustrating for end-users or 

customers, but can also expose an organisation to operational, reputational, and financial risks54. To instil 

trust in AI systems, people must be enabled to look “under the hood” at their underlying models, explore 

the data used to train them, expose the reasoning behind each decision, and provide coherent explanations 

to all stakeholders in a timely manner54. Individuals must perceive that they have a reasonable voice in the 

decision-making process, that the decision-makers have treated them respectfully, and the procedure is 

one they regard as fair64.  

A trustworthy approach is key to enabling ‘responsible competitiveness’, by providing the foundation upon 

which all those using or affected by AI systems can trust that their design, development and use are lawful, 

ethical and robust44. A crucial component of achieving Trustworthy AI is transparency which encompasses 

three elements: 1) traceability, 2) explainability and 3) open communication about the limitations of the AI 

system44.  

The starting point of the Impact Assessment is that with every deployment of AI, the organisation looks at 

what is required for transparency and what that means for the design of the technique, the organisation or 
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the people working with the technology60. For example, companies must publicly disclose information 

about each automated decision system, including details about its purpose, reach, potential internal use 

policies or practices, and implementation timeline35. The initial disclosure provides a strong foundation for 

building public trust through appropriate levels of transparency, while subsequent requests can solicit 

further information or the presentation of new evidence, research, or other inputs that the agency may not 

have adequately considered otherwise35. 

Currently, few agencies are explicitly mandated to disclose anything about the systems they have in place 

or are planning to use. Instead, impacted communities, the public at large, and governments are left to rely 

on what journalists, researchers, and public records requests have been able to expose35.  However, 

government bodies and external auditors can play a crucial role in enabling open transparency between the 

AI technology and its users, but it is important that robust processes are in place to carry out the audit 

effectively. This means auditing tools must be explicit and clear about which definitions they evaluate, what 

those definitions mean, and in what ways they are limited73. Auditing must fit within a broader approach to 

evaluating the impact of AI systems on equality. This comprehensive evaluation should include reasonable 

consideration of impacts on equality of opportunity and outcome, and focus companies on the making of 

adjustments to mitigate relevant adverse impacts which have been identified73. Furthermore, the auditors 

must live up to an ethical standard themselves in order to enhance fairness and evaluate the impact of the 

AI system over time.  

Challenges 
Assessing the impact of AI raises significant challenges, starting from the variety of AI applications 

themselves, which makes it more difficult to understand the nature of AI and its consequences and how 

these are reflected in social norms64. For example, assessing the impact of an AI solution may involve the 

consideration of fairness in terms of the existence of bias, but it may involve trade-offs that render it 

impossible to be fair to everybody54. However, even though there is continuous demand for more greater 

regulation24, the arguments on the flipside, e.g. that such regulation slows innovation agility are increasing. 

The open nature of AI as a general purpose technology renders prediction of consequences difficult, which 

contributes to challenges of governance 48 

Assessing AI impact, considering both ethics and innovation is an important part of an AI impact 

assessment, but the impact itself is difficult to model24, especially because AI-based systems are not static, 

as usually assumed by traditional impact assessments; instead they are very dynamic as they are adding 

new data, learning and refining models24. In addition, to accurately capturing the system itself, attention 

must be given to the way that the system is used in a particular organisation and the structure of any 

impact assessment procedure such that it does not end up being excessively burdensome and complex19. 

Additionally, defining values as benchmarks in an impact assessment procedure becomes challenging just 

because of the variety and complexity of such values, and the need to tailor them to the specific 

application19. This refined assessment approach may generate additional burden to companies as they may 

be expected to broadly identify and mitigate every conceivable kind of risk66.  

Discussion  
Our analysis has shown that there is broad interest in AI-IAs from various quarters. AI-IAs offer a practical 

approach to the ethical and social issues of AI that is missing from the guideline-centric approach that 

currently dominate the debate25. Our research suggests that there is a certain level of convergence 

between AI-IAs. However, the research also shows that a number of open questions remain.  

A first set of questions pertain to concepts and definitions. While AI is broadly discussed and definitions of 

AI abound, there is no universally accepted and unambiguous definition of AI75 which renders it difficult to 

delineate the exact scope of an AI-IA. This is reflected in the titles of many of the documents we reviewed, 
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which use other terms like ‘algorithm’ or ‘big data’. These other terms do not solve the problem, as they 

introduce new types of ambiguity. Exact definitions of terms are usually difficult to agree on. In the case of 

AI-IAs this lack of a clear definition of the technology that it refers to is problematic for several reasons. On 

the one hand a broad definition of the underlying technology may call for a sweeping application of such 

AI-IAs which could be prohibitively costly and at the same time not plausible. If, for example one were to 

undertake a full impact assessment of all technical systems that are based on or incorporate algorithms, 

then this would cover most outputs of computer programming which would be far too broad. A narrow 

scope, for example one focusing on particular types of applications of deep learning only, might miss new 

developments and therefore not capture developments that have significant potential for risk. A further 

problem of the lack of a clear definition of AI is that it renders a general application of AI-IAs unlikely, as 

owners and users of AI may justifiably argue that it is not clear which systems exactly are to be subject of 

such an assessment.  

Further conceptual questions arise with regards to the scope and scale of AI-IAs. Some of the document we 

analysed have a broad scope and ambition whereas others focus on specific applications or issues. Some 

are predominantly focused on the technology in question whereas others think more broadly in terms of 

organisational embedding of technology, required capacities by staff to deal with them etc. This breadth of 

scope is not problematic per se, but it raises the question how many AI-IAs are needed. A large number 

may be useful in catering for many applications, but it has the disadvantage of making it difficult for 

potential users to understand the landscape.  

A further fundamental question is whether a particular AI will have an impact at all or an impact that calls 

for an AI-IA. Any use of an AI is of course expected to have some impact; otherwise, there would be no 

point in employing it. However, only when there is reason to believe that an AI is likely to lead to socially or 

ethically relevant change does it make sense to consider whether these changes are positive, negative, call 

for mitigation measures etc. Impact, in many cases, can be defined rigorously, though what definitions 

optimally capture the most important aspects in a given use case can be a challenging question. A good 

example of impact definition is provided by Berk76, in the context of the use of machine learning forecasts 

by a parole board to help inform parole release decisions. The paper defines and evaluates the impact of 

the forecasts through stating and addressing the following three questions: Did the overall proportions of 

inmates released by the Board change because of the forecasts? Did the forecasts lead to changes in the 

kinds of inmates the Board released on parole? What impact, if any, did the forecasts have on arrests after 

an individuals were paroled? 

Defining impact in such a manner can enable us, in principle, to evaluate it via statistical hypothesis testing. 

A key challenge in applying a mathematically rigorous method is, of course, the availability of datasets 

satisfying certain requirements. In the case described by Berk76, for example, because the machine learning 

system was introduced into the Board operations gradually, it was possible to split a large set of parole 

cases into the treatment group and the comparison group, and the randomness assumption about the 

composition of the groups appeared plausible. While such datasets may not always be readily available for 

deployed AI-powered systems, we think that their designers, integrators and operators often have 

sufficient control for enabling more rigorous system’s impact assessment. 

The question whether an AI has an impact introduces numerous additional considerations. One observation 

from our analysis is that many of AI systems under discussion are still under development or found in a 

research setting. In such cases even the intended outcomes may not be clear which makes it difficult to 

determine which impacts to look for. The aim of AI-IAs on delivering technical, individual, organisational 

but also societal benefits makes the determination of relevant impacts difficult. Many of the documents we 

analysed refer to ethical principles or human rights. In some cases, the impacts on these will be possible to 
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capture, as the earlier example of parole decisions indicates. In other cases where impacts are on broader 

concepts, such as human dignity or societal justice, this will be more difficult.  

The topic of measuring impacts leads to questions of trade-offs within AI-IAs as well as the cost-benefit 

balance of the AI-IA approach as a whole. Trade-offs can be expected in many impact assessments where 

an aspect deemed desirable leads to consequences that are undesirable. In AI, for example, it is likely that 

trade-offs will appear between privacy of individuals versus transparency of the AI. Many similar trade-offs 

are conceivable and should be captured and evaluated by an AI-IA. The cost-benefit balance of the AI-IA 

approach as a whole is a special type of trade-off. The benefits of an AI-IA not only depend on the 

identifiability of impacts but also on whether the impact assessment has consequences that support 

desired impacts. Measuring such impacts will be difficult if not impossible. This is caused by the potential of 

long-term impact which is difficult to measure in the short term and may be impossible to measure at all or 

to quantify. The costs of undertaking an AI-IA may be easy to measure on an organisational level. However, 

in addition to the immediate financial costs of undertaking an AI-IA, there may be side effects, such as a 

slowing down of the rate of innovation or the self-censoring of innovators which can be counted as further 

costs on a societal level that may also be impossible to measure. 

Such questions are of course not confined to AI-IAs, but similarly apply to other types of impact assessment 

or risk management measures. It is therefore important to consider the embedding of AI-IAs in existing 

structures. Our analysis has shown that many AI-IAs reference other types of impact assessment and it 

therefore seems reasonable to embed them in established activities, such as due diligence or risk 

management processes which may already cover environmental or other impact assessments. One 

important part of the discussion that has the potential to significantly affect the cost-benefit analysis from 

an organisational point of view is that of sanctions for undertaking (or omitting) AI-IAs. If an organisation 

could be fined or if its liability threshold were to change because of an AI-IA, this would change its 

willingness to undertake one. Interestingly, however, our analysis of the existing AI-IAs found very little 

reference to such external sanctions. The majority of the AI-IAs we investigated relied on positive messages 

and the benefits of AI-IAs with little reference to legal or other mandates to undertake them or negative 

sanctions for failing to do so. 

The current landscape of AI-IAs thus retains numerous open questions. While significant efforts have been 

undertaken in defining and trialling such IAs, there remain a number of concerns. Existing AI-IAs are 

intended to do good, but it is often not clear who will benefit from them or how competing interests are 

considered, e.g. when organisational benefits conflict with societal ones. The current landscape 

furthermore shows the danger of fragmentation. Our sample includes 37 AI-IAs and we can expect the 

number to grow. This leads to problems of choosing an appropriate AI-IA for the user. Maybe more 

importantly, it makes it difficult to assess who will benefit from applying any individual AI-IA. In addition, 

the application of AI-IAs is fraught with uncertainty and subjectivity. Many of the aspects of AI-IAs are open 

to interpretation. Abstract criteria and grading scales are sometimes provided but grading can be highly 

subjective. There is a trade-off to pay for being generic and proposing an IA process that can be applied to 

virtually any use-case and scientific precision which may be impossible to achieve.  

These concerns lead to a larger one that AI-IAs will be used for what is sometimes called 'ethics washing'77. 

It has been observed by several authors that the AI ethics debate is in constant danger of being hijacked by 

particular interests, in particular the interests of large corporation who have a vested interest in using 

ethical rhetoric to avoid regulation and deflect scrutiny7,78–80. The use of AI-IAs would be a good tool for 

such purposes, as it remains within the remit of the organisation doing it to undertake it and to disseminate 

it. As we have shown, there is a strong emphasis on transparency of findings and broad stakeholder 

inclusion in many of the AI-IA processes we have investigated, both of which can be read as mechanisms to 

avoid the dominance of vested interests. It is not clear, however, whether they will suffice or whether 
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independent and maybe governmental control, regulation and oversight would be required to address this 

concern.  

A final concern worth highlighting is that of the functional or techno-optimist underpinnings of AI-IAs. The 

majority of the documents we investigated started by outlining the benefits of AI, balances these against 

the downsides and then suggests that an AI-IA is a mechanism that will increase the likelihood that the 

benefits can be retained while managing risks and downsides. This is the techno-optimist view that AI is 

fundamentally an ethically and socially good thing. In this mindset AI-IAs are purely functional tools to 

ensure that AI's benefits can unfold. This narrative pervades the AI literature and in particular the AI policy 

landscape. It is, however, by no means certain that this is the only or best framing of AI in general or of 

specific AI technologies and applications. It may very well be that the world would be better off without AI 

or some particular technologies. This is of course a much broader societal debate, but AI-IAs, by offering a 

tool to address the downsides of AI, may stifle this broader societal debate about what future we are 

collectively trying to achieve, and which role technology should play in that future. 

Conclusion 
This paper offers the first systematic review of AI-IAs. In light of growing interest in not only the ethics of AI 

but also regulation of AI, it can be expected that AI-IAs are likely to play an important role in future AI 

governance. The paper therefore will be of interest to researchers working on AI ethics, and AI policy. It 

also makes a practical contribution that is relevant to both policymakers who are considering how to 

implement AI policies and organisations interested in using an AI-IA to better understand and reflect on 

their technologies or aiming to broaden their risk management processes.  

As any other research, this paper has limitations. We set out to undertake a systematic review of AI-IAs. 

However, the nature of these documents renders it difficult to arrive at an incontrovertible population of 

documents. We believe that our multi-pronged search strategy allowed us to identify all, or at least the 

most relevant AI-IAs. However, we cannot prove this and new AI-IAs may have become available since we 

undertook the search in the European spring of 2021. In addition, the conceptual fuzziness of AI means that 

it is very difficult to precisely delineate the inclusion and exclusion criteria. Due to our search strategies, our 

sample ended up including some documents that focus on closely related questions such as data ethics58 

and were found to fall within our definition of AI-IAs, but we concede that different interpretations would 

be possible, leading to a different population of AI-IAs. It is unlikely, however, that the inclusion of 

additional AI-IAs or the removal of parts of the documents we analysed would fundamentally alter our 

findings.  

This paper should provide a sound basis for the next step in developing AI-IAs. The documents we have 

analysed include several well-researched, mature, and reflected examples which can be implemented by 

organisations. What seems to be missing at the moment is a more comprehensive overview of their role in 

the AI ecosystem. We have shown that there is much attention to other types of impact assessments, calls 

for the coordination with such impact assessment, consideration of the integration of AI-IAs into other 

organisational processes such as risk management, as well as numerous references to relevant regulation. 

It is thus clear that AI-IAs need to be understood in this broader context.  

At present, however, there is very little guidance on the role of AI-IAs in the broader context of the AI 

innovation ecosystems. This makes it difficult for organisations planning to use AI to identify the most 

appropriate AI-IA for their specific needs.  This contributes to the challenge of evaluating whether a 

particular AI-IA is fit for purpose and whether an organisational application of it can or will have the desired 

outcome.  
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Some of these problems are likely to be temporary and upcoming legislation, regulation, professional 

guidance and case law will make the role of AI-IAs in their ecosystems clearer. At the same time there is 

need for research to better understand the impact of AI-IAs. They are typically framed in terms of the 

benefits they offer for individuals, organisations and society as a whole. What is currently unclear is 

whether the application of an AI-IA actually leads to the promised benefits and how this could be 

measured. Such research is urgently needed to ensure that AI-IAs can contribute to addressing the ethical 

and social consequences of AI use, while simultaneously not overloading them with unachievable 

expectations. We hope that this research has provide a robust evidence base for such further research and 

thereby contributes to the overall aim of ensuring that AI contributes to human flourishing.  
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